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ABSTRACT
Energy-efficient, traffic-adaptive Cooperative Wireless Sensor Medium Access Control (CWS-MAC) is a traffic-adaptive, flow-specific medium access method capable of providing contention- or non-contention-based medium access service on a per flow basis.
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CROSS-REFERENCE TO RELATED APPLICATIONS

This application claims the benefit of U.S. Provisional Patent Application No. 61/267,365, filed Dec. 7, 2009, which is hereby incorporated in its entirety by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention
The present invention relates generally to wireless networks. More particularly, the invention relates to a medium access technique for wireless networks.

2. Description of the Related Art
Conventional wireless medium access solutions generally fall into two categories: contention-based and scheduled (also termed contention-free or non-contention based). It has been well established that the collision-free approach of scheduled schemes provides high throughput in high demand scenarios at the expense of overhead and packet delay. In comparison, contention-based approaches provide low delay times at low to moderate network loads, but performance begins to degrade rapidly as the load increases and the network becomes saturated.

Although initial work has been done in the wireless sensor network field to combine the benefits of both approaches in response to changing network load, no medium access scheme has been proposed that is capable of accommodating effectively and efficiently the multiple flows that exist in a wireless sensor network. While overall network performance may be optimized, individual flows may perform poorly in existing wireless sensor network medium access control solutions.

Carrier sense multiple access (CSMA) [KLE75] and its many variants are among some of the most widely studied proposals to provide contention-based medium access to wireless networks. They feature good throughput and delay performance at low to medium loads, but performance falls off rapidly as the load increases. Furthermore, the protocols are very energy-intensive and require nodes to constantly monitor the channel. The IEEE 802.11 standard [802.11] is built upon the slotted, non-persistent CMA protocol and reflects these benefits and shortcomings.

The IEEE 802.15.4 standard [802.15.4] and Sensor-MAC (S-MAC) [YEO04] are the most widely studied among a large group of contention-based medium access schemes that have been proposed for wireless sensor networks. IEEE 802.15.4 uses both slotted and unslotted CSMA and features a sleep cycle that improves energy efficiency. A contention-based solution, 802.15.4 reflects the same performance trends common to other CSMA-based approaches. Furthermore, it relies on a centralized controller to implement the sleep cycle. S-MAC provides a distributed solution to sleep cycle coordination, but still suffers from the fall off in performance at heavy loads.

Time division multiple access (TDMA) [LAM77] is a common contention-free approach to medium access. It performs well at high loads, but suffers from increased overhead and inefficient operation at low to medium loads. The Traffic-adaptive Medium Access (TRAMA) protocol [RAJ06] is a well-studied TDMA-based solution for wireless sensor networks that allows nodes to sleep through the use of a pre-schedule scheme but suffers from the inefficient operation at low to medium loads.

Finally, Z-MAC [RHE06] is the most well known of several hybrid approaches that have been proposed in the literature for wireless sensor networks. These hybrid solutions attempt to combine the performance of contention-based medium access approaches at low-to-moderate loads and non-contention-based approaches at high loads. Z-MAC uses a CSMA-based medium access scheme in the contention mode and a TDMA-based scheme in the non-contention mode. Energy savings are achieved utilizing a sleep schedule that is coordinated through preamble sampling. The salient shortfall in these hybrid approaches is that they treat the flows in aggregation rather than individually.

SUMMARY OF THE INVENTION

Energy-efficient, traffic-adaptive cooperative wireless sensor medium access control (CWS-MAC) is a traffic-adaptive, flow-specific medium access method for wireless networks capable of providing contention- or non-contention-based medium access service on a per flow basis.

In accordance with one embodiment, a method for medium access in a wireless communication network having one or more nodes includes: a contention-based medium access mechanism; and a non-contention-based Time Division Multiple Access (TDMA) phraming scheme, wherein the contention-based medium access mechanism is superimposed on top of the TDMA phraming scheme through the use of an interface space and a contention beacon that give the contention-based flow global priority over the non-contention-based flow.

Embodiments in accordance with the invention are best understood by reference to the following detailed description when read in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram illustrating the energy-efficient, traffic-adaptive CWS-MAC frame in accordance with one embodiment.

FIG. 2 is a diagram illustrating flow-specific queues and associated thresholds for the general energy-efficient, traffic-adaptive, flow-specific medium access for wireless networks method in accordance with one embodiment.

FIG. 3A is a diagram illustrating a frame destination bitmap in accordance with one embodiment.

FIG. 3B is a diagram illustrating a minislot destination bitmap in accordance with one embodiment.

FIG. 4 is a flow diagram illustrating a method for energy-efficient, traffic-adaptive cooperative wireless sensor medium access control in accordance with one embodiment.

Embodiments in accordance with the invention are further described herein with reference to the drawings.

DETAILED DESCRIPTION OF THE INVENTION

In one embodiment, the energy-efficient, traffic-adaptive cooperative wireless sensor medium access control (CWS-MAC) method is a flow-specific medium access method for wireless networks capable of providing contention- or non-contention-based medium access service on a per flow basis. Application-aware, it combines the low demand delay performance of a contention-based scheme with the high demand throughput performance of a non-contention (scheduled) approach and provides medium access service to flows...
on an individual basis. Energy-efficient operation is achieved by implementing an adaptive sleep cycle that makes use of a preamble sampling mechanism.

In one embodiment, the underlying non-contention-based medium access mechanism is provided by a TDMA scheme in which nodes are assigned slots within the TDMA frame for transmission of their non-contention flow packets. Slot assignment can be accomplished through a dynamic, distributed scheduling algorithm.

FIG. 1 is a diagram illustrating an energy-efficient, traffic-adaptive CWS-MAC frame 100 in accordance with one embodiment. Referring to FIG. 1, the contention-based medium access mechanism is superimposed on TDMA framing through the use of an interframe space 106 and a contention beacon 104 that effectively give the contention-based flow global (across node) priority over the non-contention-based flow. A node, having one or more contention packets 116, illustrated as contention packets 116, 1 through 116, k, to transmit, signals its intent to seize the current TDMA slot by transmitting a contention beacon 104 of length t_c. In one embodiment, in a multi-hop network, contention beacon 104 is retransmitted to all two-hop neighbors of the originating node.

Differently, a node, having non-contention packets 118 to transmit in its TDMA slot, waits for the duration of interframe space 106, t_{IF}. and then senses the medium. If the medium is free, i.e., no contention beacon 104 has been transmitted in its two-hop neighborhood, the node may transmit its non-contention packets 118, illustrated as non-contention packets 118, 1 through 118, n. If a contention beacon 104 is detected, the slot owner defers and the slot is effectively seized as a contention slot 102.

To ensure the non-contention flow is not "choked off," a portion of the original TDMA slot is set aside, e.g., reserved, in contention slot 102 for use by the slot owner for non-contention packet transmission. From a bandwidth allocation viewpoint, this reserved portion of contention slot 102 bounds the minimum allocation allotted to the non-contention mode. In general, the bandwidth allocation between the contention and non-contention modes in energy-efficient, traffic-adaptive CWS-MAC is dynamic and responds to the contention packet arrival rate.

To reduce collisions among competing nodes with contention-based traffic to transmit within the two-hop neighborhood, contention slot 102 is subdivided into a series of transmission minislots 108, illustrated as minislots 108, 1 through 108, k. A node transmits in a minislot 108 with a predetermined probability and an acknowledgement mechanism is included to recover from collisions, e.g., ACK(s) 110, 1 through 110, P.

Assuming each flow (or each set of flows if a set of flows with similar characteristics is grouped together) has its own queue at each node, this queue size serves as an indicator of flow-specific traffic contention. As flow load reaches a predetermined threshold, measured in terms of the flow-specific queue size, the flow is switched from one access mode to another. Each flow (or each set of flows) will have its own queue and associated thresholds. These thresholds, \( \theta_f, \text{ and } \theta_{f,0} \), define a switching point and can be unique for each flow \( f \) and medium access mode \( m \) as shown in FIG. 2.

FIG. 2 is a diagram illustrating flow-specific queues and associated thresholds for the general energy-efficient, traffic-adaptive, flow-specific medium access for wireless networks in accordance with one embodiment. FIG. 2 illustrates a plurality of flow queues 202, flow 1 queue 202, 1 through flow F queue 202, F.

When a queue size for flow \( f \) queue 202, 1 reaches \( \theta_{f,0} \), flow \( f \) is switched from mode \( m \) to mode \( m+1 \). Similarly, when the queue size for flow \( f \) queue 202, 1 drops to \( \theta_{f,0} \), the flow is switched from mode \( m+1 \) back to mode \( m \). As a specific example, flow 1 in FIG. 2 will transition from mode 206 to mode 208 when the number of packets in flow 1 queue 202, 1 reaches \( \theta_{f,1} \), 210. Similarly, flow 1 in FIG. 2 will transition from mode 208 to mode 206 when the number of packets in flow 1 queue 202, 1 drops to \( \theta_{f,1} \), 212.

The flow-specific queues 202 are maintained at the link layer, which implies a cross-layer solution in which the link layer mechanism is capable of determining which flow a packet is associated with. The queue size measurement for a flow queue 202 is taken whenever a packet is added or removed from the applicable flow queue 202. Although not required, this queue size measurement can be smoothed by applying a moving average to it. When a flow is transitioned from one mode to another, all queued packets within that flow are transitioned as well. This has the effect of "clearing" out the flow from the prior access mode and specifically improves delay and throughput recovery time when a flow is transitioned from one mode to another. In accordance with one embodiment, it should be noted that while a non-contention mode packet is removed from a flow queue upon transmission, a contention mode packet is not removed until the appropriate acknowledgement is received at the sender.

The distributed nature of energy-efficient, traffic-adaptive CWS-MAC allows neighboring nodes to assign the same flow to different medium access modes. This is because the flow transitions are based on local queue statistics, which will vary between neighboring nodes. This does not pose a problem in energy-efficient, traffic-adaptive CWS-MAC because the medium access mode is specific to the sender not the receiver and a receiver needs no prior arrangement to receive a flow in a given mode. Hence, although a node may receive a flow in one mode, it requires no coordination to switch to reception in another mode, and it is free to retransmit the flow in any existing mode.

FIG. 3A is a diagram illustrating frame destination bitmap 112 of FIG. 1 in accordance with one embodiment.

Referring now to FIGS. 1 and 3A together, to implement the energy-efficient operation, a frame destination bitmap 112 is added at the beginning of each frame 100 as shown in FIG. 3A. Frame destination bitmap 112 is used to identify the designated receivers in each transmission slot. In one embodiment, frame destination bitmap 112 is subdivided into first level slots 302, which correspond to the slots assigned in the transmission frame, herein termed transmission slot maps 302. Each individual transmission slot map 302 in frame destination bitmap 112 is further subdivided into second level slots 304 herein termed slot destination bitmap receiver bits 304 which identify the designated receiver(s) in that transmission slot (again corresponding to the slot structure of the transmission frame). Thus, for example, in FIG. 3A slot destination bitmap receiver bits 304, 1 through 304, n designate the intended receiver(s) for transmission slot map 302, 1.

Nodes wake up at the beginning of each transmission frame, e.g., frame 100, to receive the frame destination bitmap 112. Frame destination bitmap map 112 is created by the individual nodes who broadcast their transmission slot maps 302 at the appropriate time within frame destination bitmap 112. For a given node, this individual transmission slot map 302 identifies the receiver(s) for the upcoming transmission in the node's slot within the current transmission frame. Thus, for example, in FIG. 3A slot destination bitmap receiver bits 304, 1 through 304, n designate the intended receiver(s) for the transmission in slot 1.
A bit value of one (1) indicates that a specific node is an intended receiver for the transmission while a bit value of zero (0) indicates that it is not. A value of all zeroes in the transmission slot map 302 indicates that the owner of that slot does not have any non-contention traffic to transmit. The order of the bits corresponds to the slot assignment within the transmission frame. If a node is assigned to transmit in slot j within the frame, then bit j within the slot map is used to identify it as a potential receiver in that transmission slot. Note that a non-contention packet must arrive prior to the frame to be included in the frame destination bitmap 112 and, hence, be eligible for transmission in the current frame. Once frame destination bitmap 112 has been received and processed, nodes will know in which transmission slots they are designated as an intended receiver. In the non-contention mode, nodes enter the sleep state for the duration of transmission slots in which they are neither an intended receiver nor the slot owner with traffic to transmit.

FIG. 3B is a diagram illustrating minislot destination bitmap 114 in accordance with one embodiment. Referring now to FIGS. 1 and 3B together, in one embodiment, a minislot destination bitmap 114 is also included at the beginning of each minislot 108 within a contention slot 102 as shown in FIG. 3B. Minislot destination bitmap 114 is used to designate the receiver(s) for the subsequent contention packet transmission in that minislot. Again using a bitmap approach, it includes a series of bits corresponding to each slot in the transmission frame, herein termed minislot destination bitmap receiver bits 306. These bits are used to designate the intended receiver(s), illustrated in FIG. 3B as minislot destination bitmap receiver bits 306, 1 through 306, n.

To accommodate the contention mode, nodes will wake up with some probability \( p_c \) (denoted as the preamble sampling parameter) to sample the channel in each transmission slot at time \( t_{PR} \) (relative to the slot boundary) for the presence of a contention beacon 104. When a contention beacon 104 is detected, the transmission slot is redesignated by the node as a contention slot 102. A value of \( p_c = 1 \) represents the case where the node samples every transmission slot. A value of \( p_c = 0 \) indicates that a node will only detect contention slots that occur when the node is either an intended receiver of the scheduled non-contention packet transmission or it is the slot owner and has non-contention traffic to transmit.

During a contention slot 102, a node that has detected the contention slot will wake up at the beginning of each minislot 108 to receive the minislot destination bitmap 114 to determine whether or not it is an intended receiver for the subsequent contention traffic transmission in that minislot 108. Minislot destination bitmap 114 is broadcast by a node that intends to attempt transmission in that minislot 108. A node will stay awake for the subsequent contention packet transmission if it is designated as a minislot receiver. A node is allowed to enter the sleep state until the next minislot if it is not the intended receiver or if minislot destination bitmap 114 is unreadable as a result of a collision due to multiple attempted transmissions in the minislot. Upon termination of the final minislot, a node will remain in (or return to) the sleep state unless it was the designated receiver (or transmitter) of non-contention packets in the original non-contention slot that was “seized.” If this is the case, the node will wake up to receive (or transmit) non-contention packets during the non-contention period reserved at the end of contention slot 102.

The use of frame destination bitmap 112 ensures that a node will always be awake for the transmission of a non-contention packet for which it is the intended receiver. Similarly, the use of minislot destination bitmap 114 ensures that a node will always be awake for the transmission of a contention packet for which it has detected contention slot 102. The probability that a node detects a contention slot 102 is a function of the probability \( p_c \) that the node will sample for contention beacon 104. If a node fails to detect a contention slot 102, the node will sleep through the slot and will not receive any contention packets transmitted during that slot for which it is the intended receiver. The same acknowledgement mechanism that recovers from collisions within the contention slot can also be used to recover from packet losses due to missed contention slots.

It should be emphasized that the destination bitmap approach takes advantage of the existing slot structure used to support the non-contention mode of the protocol. While, the slot assignment process can be either distributed or centralized, the results must be disseminated to all nodes identified within the transmission frame.}

FIG. 4 is a flow diagram illustrating a method for energy-efficient, traffic-adaptive cooperative wireless sensor medium access control in accordance with one embodiment. Primary design parameters for energy-efficient, traffic-adaptive CWS-MAC include the slot size, \( t_s \), the minislot size, \( t_m \), the number of minislots, \( k \), preamble sampling parameter, \( p_c \), and the lengths of the contention beacon 104 and interframe space 106. Referring now to FIGS. 1, 2, 3A, 3B, and 4 together, in operation 402, a new frame, for example frame 100, is received and processing continues to an operation 404. In operation 404, individual nodes transmit transmission slot maps 302 during frame destination bitmap 112 and processing continues to an operation 406.

In operation 406, individual nodes receive and process frame destination bit map 112. In operation 408, a new slot, for example slot 102, is received and processing continues to operation 410. On receipt of the new slot, in operation 410 nodes with contention traffic transmit a contention beacon, for example contention beacon 104. From operation 410 processing continues to operation 412. In operation 412, nodes sample for contention beacon 104 after time \( t_{PR} \). Non-slot owners sample with probability \( p_c \). From operation 412, processing continues to a check operation 414.

In check operation 414, a determination is made whether contention beacon 104 is present. If contention beacon 104 is not present (“NO”), processing continues to an operation 416 and the slot owner transmits non-contention traffic. Nodes not designated as receivers enter a sleep state. From operation 416 processing continues to an operation 418 in which the slot terminates, and processing continues to a check operation 420.

In check operation 420, a determination is made whether the slot, e.g., slot 102, received in operation 408 is the final slot in the frame, e.g., frame 100. If the slot is the final slot in the frame (“YES”), processing continues to operation 420 with receipt of a next new frame with processing continuing to operation 404 as earlier described.

Referring back again to check operation 420, alternatively, if the slot is not the final slot in the frame (“NO”), processing continues to operation 408 with selection of a new slot in the frame, for example, the next slot in frame 100. From operation 408, processing continues to operation 410 as earlier described.

Referring back again to check operation 414, alternatively, if a contention beacon, e.g., contention beacon 104, is determined to be present (“YES”), from check operation 414, processing continues to operation 422 with a new minislot being received. From operation 422 processing continues to check operation 424 in which a determination is made whether a node has contention traffic to transmit.
If a node does not have contention traffic to transmit ("NO"), processing continues from check operation 424 to operation 436 with nodes receiving and processing the minislot destination bitmap, for example, minislot destination bitmap 114. From operation 436 processing continues to check operation 438 in which a determination is made whether the node is a designated receiver. If the node is a designated receiver ("YES"), from check operation 438 processing continues to operation 440 in which the node receives the contention traffic and the mini slot terminates at operation 444.

From operation 444 processing continues to check operation 446 in which a determination is made whether the minislot received in operation 422 is the final minislot in the slot. If the minislot is the final minislot in the slot ("YES"), processing continues to operation 448. In operation 448, the slot owner transmits non-contention traffic. Nodes not designated as receivers enter the sleep state. From operation 448 processing continues to operation 448 with the slot terminating and processing continuing to check operation 420 as earlier described.

Referring again to check operation 446, alternatively, if the minislot is not the final minislot ("NO"), from check operation 446 processing continues to operation 422 with selection of a new minislot, i.e., a next minislot. From operation 422 processing continues to check operation 424 as earlier described.

Referring again to check operation 438, alternatively, if the node is not a designated receiver ("NO"), from check operation 438 processing continues to operation 442 with the node entering a sleep state. From operation 442 processing continues to operation 444 with the minislot terminating as earlier described.

Referring again to check operation 424, alternatively, if the node has contention traffic to transmit ("YES"), processing continues from check operation 424 to operation 426 with nodes transmitting with probability p. From operation 426 processing continues to check operation 428.

In check operation 428 a determination is made whether the node is ready to transmit. If the node is ready to transmit ("YES"), processing continues to operation 430 in which each node transmits a minislot destination bitmap, e.g., a minislot destination bitmap 114. From operation 430 processing continues to operation 432. In operation 432 the node transmits the contention traffic and the designated receivers respond with an acknowledgement (ACK). From operation 434 processing continues to operation 444. In operation 444, the minislot terminates and processing continues to check operation 446 as earlier described.

Referring back to check operation 428, alternatively, if it is determined the node is not ready to transmit ("NO"), processing continues to operation 432 with the node receiving and processing the minislot destination bitmap as earlier described.

In view of this disclosure, those of skill in the art can implement various embodiments of the present invention in a wide variety of configurations including a variety of physical hardware configurations using an operating system and computer programming language of interest to the user. This disclosure provides exemplary embodiments of the present invention. The scope of the present invention is not limited by these exemplary embodiments. Numerous variations, whether explicitly provided for by the specification or implied by the specification or not, may be implemented by one of skill in the art in view of this disclosure.

We claim:
1. A method for distributed medium access in a wireless communication network having one or more nodes comprising:
   - receiving a first communication frame at a node, said communication frame having a frame destination bitmap, wherein said frame destination bitmap can be collectively transmitted by any one or more of said one or more nodes, and wherein said frame destination bitmap can designate any one or more of said one or more nodes as receiver(s);
   - transmitting a slot map from said node during said frame destination bitmap of said first communication frame;
   - receiving said frame destination bitmap at said node;
   - receiving a first slot in said first communication frame, said first slot having a slot owner that is one of said one or more nodes;
   - transmitting a contention beacon if said node has contention traffic;
   - sampling for said contention beacon, wherein said nodes sample for said contention beacon after an interframe space time, \( T_{IFS} \), and further wherein said non-slot owners sample with probability \( p_c \);
   - determining whether said contention beacon is present;
   - wherein when said contention beacon is not present, said slot owner of said first slot transmitting non-contention traffic, if any, during said first slot;
   - terminating said first slot;
   - determining whether said first slot is a final slot in said first communication frame;
   - wherein when said first slot is not said final slot, receiving a next slot in said first communication frame; and
   - wherein when said first slot is said final slot, receiving a next communication frame.
2. The method of claim 1 further comprising:
   - wherein when said slot owner transmits non-contention traffic, nodes not designated as receivers enter a sleep state.
3. The method of claim 1 wherein when said contention beacon is present, said method further comprising:
   - receiving a minislot in said first slot;
   - determining whether said node has contention traffic to transmit;
   - wherein when said node has contention traffic to transmit, said node transmitting a minislot destination bitmap identifying one or more designated receivers;
   - transmitting said contention traffic with a probability p;
   - receiving acknowledgement responses from said designated receivers; and
   - terminating said first minislot.
4. The method of claim 3 further comprising:
   - wherein when said node does not have contention traffic to transmit, receiving a minislot destination bitmap;
   - determining whether said node is a designated receiver;
   - wherein when said node is a designated receiver, said node receiving contention traffic, otherwise said node entering a sleep state;
   - terminating said first minislot;
   - determining if said first minislot is a final minislot in said first slot;
   - wherein when said minislot is a final minislot, said slot owner transmitting non-contention traffic;
   - terminating said first slot;
   - determining whether said first slot is a final slot in said first communication frame;
9 wherein when said first slot is not said final slot, receiving a next slot; and wherein when said first slot is said final slot, receiving a next communication frame.

5. The method of claim 4 further comprising:

wherein when said minislot is a final minislot, nodes not designated as receivers entering a sleep state.